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limited to data collection, storage, use, transmission, and destruction. Meanwhile,
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Preface

Abstract

This document describes the KR2180V2 AMD-based server's appearance, features,
performance parameters, and software and hardware compatibility, providing in-
depth information of KR2180V2.

Intended Audience

This document is intended for pre-sales engineers.

Symbol Conventions

The symbols that may be found in this document are defined as follows.

Symbol Description

A potential for serious injury, or even death if not properly
DANGER handled

A potential for minor or moderate injury if not properly
handled

A potential loss of data or damage to equipment if not
properly handled

Operations or information that requires special attention to
IMPORTANT ensure successful installation or configuration
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1 Product Overview

The KR2180V2 AMD-based system is a cost-effective, scalable 2U single-socket rack
server powered by the AMD EPYC 9004 series processor. Featuring multiple cores, high
base frequency, large cache, and high scalability, it maximizes the performance of the
single processor. In a 2U space, it maximizes the storage and expansion capabilities,
making it particularly suitable for scenarios such as big data, distributed storage, video
transcode, and HPC.

Figure 1-1 24 x 2.5-Inch Drive Configuration

Figure 1-2 25 x 2.5-Inch Drive Configuration

Figure 1-3 12 x 3.5-Inch Drive Configuration



Figure 1-4 24 x E3.S Drive Configuration



2 Features

2.1 Scalability and Performance

Table 2-1 Scalability and Performance

Technical
Feature

Description

4t Gen AMD
EPYC Processor
(Genoa)

e Supports up to 128 cores, a TDP up to 400 W, a max boost
frequency up to 4.40 GHz, and an L3 cache up to 384 MB
per core, delivering unrivalled processing performance.

- Supports 1 processor with up to 128 cores and 256
threads, maximizing the concurrent execution of
multi-threaded applications.

- Increases the capacity of L2 cache. Each core has
its own 1 MB L2 cache.

- AMD Turbo Core technology brings you an
intelligent self-adaption system. It allows the CPU
cores to exceed the processor TDP at peak
workload and run at the max boost frequency.

- Hyper-threading technology allows every
processor core to run multiple threads (up to 2
threads per core) concurrently, improving the
performance of multi-threaded applications.

- AMD Virtualization (AMD-V) technology integrates
hardware-level virtualization features, allowing
the operating system to better utilize the hardware
for virtualization workloads.

- Advanced Vector Extensions 512 (AVX-512), an
instruction set, can significantly improve the
floating-point performance for compute-intensive
applications.

DDR5 ECC
DIMMs

Up to 24 DDR5 ECC DIMMs (4,800 MT/s at 1 DPC, RDIMMs),
delivering superior speed, high availability, and a memory
capacity up to 3,072 GB.

Flexible Drive
Configuration

Provides elastic and scalable storage solutions to meet
different capacity and update requirements.




Technical
Feature

Description

All-SSD
Configuration

Brings higher 1/0 performance over all-HDD configuration or
HDD-SSD mixing configuration.

12 Gbps Serial
Attached SCSI
(SAS)

Doubles the internal storage data transfer rate of 6 Gbps SAS,
maximizing the performance of storage I/0-intensive
applications.

Infinity Fabric
Technology

I0D and PCle 5.0 controllers are integrated into processors,
significantly shortening I/0 latency and enhancing overall
system performance.

PCle Expansion

Supports up to 8 PCle 5.0 expansion slots.

OCP Expansion

Two OCP 3.0 slots that can flexibly support
1/10/25/40/100/200 Gb hot-plug OCP 3.0 cards.

2.2 Availability and Serviceability

Table 2-2 Availability and Serviceability

Technical L.

Description

Feature

Hot-swa Supports hot-swap SAS/SATA/NVMe drives and RAID cards

-SW
P with RAID levels 0/1/1E/10/5/50/6/60, RAID cache and data

SAS/SATA/NVMe . . .

Drive protection enabled by the super-capacitor in case of power

failures.

e SSDs are much more reliable than traditional HDDs,
increasing system uptime.

Reliability e TheBMC mor.ntors system para'meters |n. r?al time and
sends alerts in advance, enabling technicians to take
corresponding measures in time to minimize system
downtime.

e« The LEDs on front and rear panels and the BMC Web GUI
indicate the status of key components and quickly lead
technicians to failed (or failing) components, simplifying

Availability maintenance and speeding up troubleshooting.

*  Provides 2 hot-swap PSUs with 1+1 redundancy.

¢ Provides 6 hot-swap fan modules with N+1 redundancy.

Maintenance
Efficiency

The BMC management network port on the rear panel
supports remote BMC O&M, improving 0&M efficiency.




2.3 Manageability and Security

Table 2-3 Manageability and Security

Interface (NC-SI)
Feature

Technical Description

Feature

Remote The BMC monitors system operating status and enables

Management remote management.
Allows a network port to serve as a management port and a
service port. The NC-SI feature is disabled by default and can
be enabled/disabled through the BIOS or BMC.

Network Notes:

Controller The NC-SI port supports the following features:

Sideband

e The NC-SI port can be bonded to any network port of the OCP 3.0 card or
of PCle NIC that supports NC-SI.

¢ Supports the enablement/disablement and configuration of Virtual Local
Area Network ID (VLAN). VLAN is disabled by default.

e Supports IPv6 and IPv4 addresses. IP address, subnet mask, default
gateway, and prefix length of IPv6 address can be configured.

Unified
Extensible
Firmware
Interface (UEFI)

The industry-standard UEFI improves the efficiency of setup,
configuration and update, and simplifies the error handling
process.

Trusted Platform Module (TPM) 2.0 and Trusted Cryptography

TPM & TCM
Module (TCM) provide advanced encryption.
AMD Secure Processor (ASP), a microcontroller within the AMD

AMD Secure . .

Processor processor that provides enhanced security through
hardware-based resistance to malicious software attacks.
AMD Secure Encrypted Virtualization (SEV) allows applications

AMD SEV to runinisolated space, helping prevent malicious theft and
modification of critical codes and data.

Firmware

Undate The firmware update mechanism based on digital signatures

P . prevents unauthorized firmware updates.
Mechanism

UEFI Secure Boot

Protects the system from malicious bootloaders.

Hierarchical
Password
Protection in
BIOS

Ensures system boot and management security.

BIOS Secure
Flash and BIOS
Lock Enable
(BLE)

Reduces attacks from malicious software on the BIOS flash
region.




Technical Description

Feature

Dual-image

Mechanism for Recovers firmware upon detection of corrupted firmware.
BMC and BIOS

BMC Secure Boot | Protects BMC from malicious tampering.

BMC Access Flexible BMC access control policies improve BMC
Control Policies | management security.

Chassis

Intrusion Enhances physical security.

Detection

2.4 Energy Efficiency

Table 2-4 Energy Efficiency

Technical Feature

Description

80 Plus
Platinum/Titanium
PSUs

Equipped with 80 Plus Platinum/Titanium power supply
units (PSUs) (550 W to 2,000 W), with power efficiency up to
94% at a load of 50%.

1+1 Redundant
Power Supplies

Supports AC/DC power input for improved power
conversion efficiency.

VRD Power Supply

Features the high-efficiency single-board voltage regulator
down (VRD) solution, reducing DC-DC conversion loss.

Intelligent Fan
Speed PID Control
and CPU
Frequency Scaling

Supports Proportional-Integral-Derivative (PID) intelligent
fan speed control and intelligent CPU frequency scaling,
conserving energy.

System Cooling
Design

Offers a fully-optimized system cooling design with energy-
efficient cooling fans, lowering energy consumption from
system cooling.

Power Capping
and Power Control

Provides power capping and power control measures.

Staggered Spin-
up of Drives

Supports staggered spin-up of drives, reducing power
consumption during startup.

Low Energy
Consumption

The power consumption of an SSD is 80% lower than that of
a traditional HDD.




3 System Parts Breakdown

Figure 3-1 Exploded View
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Item Feature Item Feature
1 E3.S SSD Module 13 PCle Riser Module
) PCle Riser Module (with an

2 E3.S Drive Backplane 14

FH card)
3 2.5-Inch Drive Module 15 PCle Riser Module
4 2.5-Inch Drive Backplane 16 DC-SCM Board
5 3.5-Inch Drive Module 17 OCP 3.0 Card
6 3.5-Inch Drive Backplane 18 Super-Capacitor
7 Chassis 19 DIMMs
8 Fan Module 20 Motherboard
9 Fan Cage 21 M.2 SSD Module
10 Top Cover 22 CPU
11 GPU 23 Heatsink
12 PSU - -




4 System Logical Diagram

Figure 4-1 System Logical Diagram
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® The 4" Gen AMD EPYC processor (Genoa), with a TDP up to 400 W.
® Upto 24 DDR5 DIMMs.

® Supports 2 PCle 5.0 MCIO x16 connectors, 11 PCle 5.0 MCIO x8 connectors, and
2 OCP 3.0 slots (one of which is onboard).

® Onboard SATA can be directly connected to CPU PCle PO/G3; the motherboard
supports up to 32 SATA connectors, with a maximum speed of 6 Gbps (SATA
3.0).

® The motherboard has the ability to expand add-in high-performance graphics
cards; the DC-SCM board integrates a 2D graphics controller with 16 MB of
video memory, and the maximum resolution of the display controller on the
DC-SCM board is 1,920 x 1,200 32 bpp at 60 Hz.



® The PCle RAID card is connected to CPUO via the PCle bus, and is connected to
the drive backplane via the SAS signal cable. Multiple local storage
configurations are supported through different drive backplanes.



5 Hardware Description

5.1 Front Panel

5.1.1 24 x 2.5-Inch Drive Configuration

Figure 5-1 Front View
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(6] (6]
Item Feature Item Feature
1 Power Button and LED 6 Ear Latch
2 2.5-Inch Drive Bay 7 USB Type-C Port
3 VGA Port 8 USB Type-C Port Status LED
UID/BMC RST Button and
4 USB 3.0 Port 9
LED
5 USB 2.0/LCD Port 10 LEDs

5.1.2 25 x 2.5-Inch Drive Configuration

Figure 5-2 Front View
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Item Feature Item Feature
1 Power Button and LED 6 Ear Latch
2 2.5-Inch Drive Bay 7 USB Type-C Port
3 VGA Port 8 USB Type-C Port Status LED
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UID/BMC RST Button and
4 USB 3.0 Port 9

LED
5 USB 2.0/LCD Port 10 LEDs

5.1.3 12 x 3.5-Inch Drive Configuration

IMPORTANT

A 3.5-inch drive tray can accommodate a 2.5-inch drive.

Figure 5-3 Front View
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Item Feature Item Feature
1 Power Button and LED 6 Ear Latch
2 3.5-Inch Drive Bay 7 USB Type-C Port
3 VGA Port 8 USB Type-C Port Status LED
UID/BMC RST Button and
4 USB 3.0 Port 9
LED
5 USB 2.0/LCD Port 10 LEDs

5.1.4 24 x E3.S Drive Configuration

Figure 5-4 Front View
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1 Power Button and LED 6 Ear Latch
2 E3.S Drive Bay 7 USB Type-C Port
3 VGA Port 8 USB Type-C Port Status LED
UID/BMC RST Button and
4 USB 3.0 Port 9
LED
5 USB 2.0/LCD Port 10 LEDs
5.2 Rear Panel
5.2.1 8 x PCle Card Configuration
Figure 5-5 Rear View
Item Feature Item Feature
1 PCle Riser Module 0 13 PSU LED
PCle Slot 2 14 PSUO
PCle Slot 1 15 OCP 3.0 Card 1
OCP 3.0 Card 1 Hot-Plug Button
4 PCle Slot 0 16
and LED
PCle Riser Module 1 17 BMC Management Network Port
PCle Slot 5 18 USB 3.0 Port
PCle Slot 4 19 VGA Port
8 PCle Slot 3 >0 System/BMC Serial Port (Micro
USB)
9 PCle Riser Module 2 21 UID/BMC RST Button and LED
10 PCle Slot 7 22 OCP3.0Card0
OCP 3.0 Card 0 Hot-Plug Button
11 PCle Slot 6 23
and LED
12 PSU1 - -
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5.2.2 4 x 3.5-Inch Drive + 4 x 2.5-Inch Drive

Configuration

Figure 5-6 Rear View

(2 (3
’ >
T b
® ® POD OGO O (5 ] (4
Item | Feature Item | Feature
1 3.5-Inch Drive Bay 8 BMC Management Network Port
2.5-Inch Drive Bay 9 USB 3.0 Port
PSU1 10 VGA Port
System/BMC Serial Port (Micro
4 PSU LED 11
USB)
PSUO 12 UID/BMC RST Button and LED
OCP 3.0 Card 1 13 OCP 3.0Card0
; OCP 3.0 Card 1 Hot-Plug Button 14 OCP 3.0 Card 0 Hot-Plug Button
and LED and LED

5.2.3 4 x 3.5-Inch Drive + 2 x PCle

Figure 5-7 Rear View

Card Configuration

tl) ‘9 00 O
0T |
® ® PO OPO O (7 (6
Item Feature Item Feature
. OCP 3.0 Card 1 Hot-Plug Button
1 3.5-Inch Drive Bay 9
and LED
2 PCle Riser Module 0 10 BMC Management Network Port
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Item Feature Item Feature
3 PCle Slot 0 11 USB 3.0 Port
4 PCle Slot 1 12 VGA Port
System/BMC Serial Port (Micro
5 PSU1 13
USB)
PSU LED 14 UID/BMC RST Button and LED
PSUO 15 OCP3.0Card0
OCP 3.0 Card 0 Hot-Plug Button
8 OCP 3.0 Card 1 16
and LED

5.2.4 4 x 2.5-Inch Drive + 6 x PCle Card Configuration

Figure 5-8 Rear View

____________________

Item Feature Item | Feature
1 PCle Riser Module 0 12 PSUO
2 PCle Slot 2 13 OCP 3.0 Card 1
OCP 3.0 Card 1 Hot-Plug Button
3 PCle Slot 1 14
and LED
PCle Slot 0 15 BMC Management Network Port
PCle Riser Module 1 16 USB 3.0 Port
PCle Slot 5 17 VGA Port
System/BMC Serial Port (Micro
7 PCle Slot 4 18
USB)
8 PCle Slot 3 19 UID/BMC RST Button and LED
9 2.5-Inch Drive Bay 20 OCP3.0Card 0
OCP 3.0 Card 0 Hot-Plug Button
10 PSU1 21
and LED
11 PSU LED - -
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Figure 5-9 Rear View

5.2.5 2 x PCle Card + 4 x GPU Configuration

Item Feature Item Feature
1 GPU 9 USB 3.0 Port
2 PSU1 10 VGA Port
System/BMC Serial Port (Micro
3 PSU LED 11
USB)
PSUO 12 UID/BMC RST Button and LED
5 PCle Slot 3 13 OCP3.0Card0
OCP 3.0 Card 0 Hot-Plug Button
6 OCP 3.0 Card 1 14
and LED
OCP 3.0 Card 1 Hot-Plug
7 15 PCle Slot 0
Button and LED
8 BMC Management
Network Port
5.3 LEDs and Buttons
Table 5-1 LED and Button Description
Icon Feature Description
e Power LED:

- Off =No power

- Solid green = Power-on state

Power Button and -
LED

Solid orange = Standby state

. Power button:

- Press and release the button to
power on the system from the
standby state
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Icon

Feature

Description

- Press and hold the button for 6
seconds to force a shutdown from
the power-on state

I

System Status LED

Off = Normal

Blinking red (1 Hz) = A warning error is
detected on CPU, memory, power
supply, drive, fan, etc.

Solid red = A critical error is detected
on CPU, memory, power supply, drive,
fan, etc.

=

Memory Status LED

Off = Normal

Blinking red (1 Hz) = A warning error
occurs

Solid red = A critical error occurs

O

Fan Status LED

Off = Normal
Blinking red (1 Hz) = A warning error
occurs

Solid red = A critical error occurs,
including fan failure and fan absence

]

Power Status LED

Off = Normal

Blinking red (1 Hz) = A warning error
occurs

Solid red = A critical error occurs

System Overheat LED

Off = Normal

Blinking red (1 Hz) = A warning error
occurs, including Proc Hot, resulting in
CPU throttling

Solid red = A critical error occurs,
including CPU Thermal Trip/PCH
Hot/MEM hot, etc.

Network Status LED

Note:

Off = No network connection

Blinking green = Network connected
with data being transmitted

Solid green = Network connected
without data being transmitted

It only indicates the status of the self-developed

OCP card.
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Icon

Feature

Description

UID/BMC RST Button
and LED

Solid blue = The UID LED is activated by
the UID button or via the BMC

Press and hold the button for 6
seconds to force the BMC to reset

USB Type-C Port
Status LED

Connects to a terminal (PC or phone):

- Off = Port not connected to a
terminal (PC or phone)

- Blinking green (2 Hz) for 3 seconds
and then off = Port function has
been disabled

- Solid green = Port connected to a
terminal (PC or phone)

Connects to a USB storage device:

- Off = Port not connected to a USB
storage device

- Blinking red (1 Hz) = Job has failed
or has been completed with an
error reported

- Blinking green (2 Hz) =Job in
progress

- Blinking green (2 Hz) 5 times and

then off = Port function has been
disabled

- Solid green =Job has been
completed

OCP 3.0 Card Hot-
Plug Button and LED

OCP 3.0 card hot-plug LED:

- Off =0CP card is powered off

- Blinking green = OCP card is getting
ready for hot-plugging or OCP card
is being identified after being
inserted

- Solid green = OCP card is powered
on

OCP 3.0 card hot-plug button:

17




Icon Feature

Description

- With the LED solid on, press and
release the button to power off the
OCP card.

- With the LED off and the OCP 3.0
card installed, press and release
the button to power on the OCP
card.

5.4 Port Description

Table 5-2 Port Description

Feature Description
VGA Port Enables you to connect a display terminal
USB 3.0 Port Enables you to connect a USB 3.0/2.0 device

USB 2.0/LCD Port

Enables you to connect a USB 2.0 device or LCD
device to the system

BMC/System Serial Port

Enables you to debug and monitor the BMC

Enables you to debug and monitor the system

BMC Management Network
Port

Enables you to manage the server

Note:

It is a Gigabit Ethernet port that supports 100/1,000 Mbps
auto-negotiation.

OCP 3.0 Network Port

Enables you to connect the system to the network

5.5 Processor

® The server supports 1 processor.

For specific processor options, consult your local sales representative or refer to

7.2 Hardware Compatibility.
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Figure 5-10 Processor Location

5.6 Memory
5.6.1 DDR5 DIMMs

1. Identification

To determine DIMM characteristics, refer to the label attached to the DIMM and the
following figure and table.

Figure 5-11 DIMM Identification

Item Description Example
. 16 GB
e 32GB
1 Capacity
. 64 GB
. 128 GB
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Item Description Example
e 256GB
¢ TR=Single rank
e 2R=Dualrank
e 2S2R =Two ranks of two high
2 Rank(s) stacked 3DS DRAM
e 2S4R = Four ranks of two high
stacked 3DS DRAM
e 4R =Quad rank
e x4=4bits
3 Data width of DRAM .
* xB8=8bits
4 DIMM slot type PC5 = DDR5
) e 4,800 MT/s
5 Maximum memory speed
. 5,600 MT/s
e SDP 4800B =40-39-39
«  3DS 4800B = 46-39-39
6 CAS latency
* SDP 5600B =46-45-45
* 3DS5600B =52-45-45
7 DIMM type R = RDIMM

2. Memory Subsystem Architecture

The server supports 24 DIMM slots.

Within a channel, populate the DIMM slot with its silk screen ending with D1 first.
For instance, within CPUO Channel A, populate CPUO_CAD1 first. To install DIMMs,
refer to the recommended DIMM population rules.

Table 5-3 DIMM Slot List

CPU Channel ID Silk Screen
CPUO_CADO
Channel A =
CPUO_CAD1
CPUO _CBDO
Channel B =
CPUO_CBD1
CPUO CPUO _CCDO
Channel C =
CPUO_CCD1
CPUO _CDDO
Channel D =
CPUO_CDD1
Channel E CPUO_CEDO
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CPU Channel ID Silk Screen
CPUO_CED1
CPUO CFDO
Channel F =
CPUO_CFD1
CPUO_CGDO
Channel G
CPUO_CGD1
CPUO CHDO
ChannelH =
CPUO_CHD1
CPUO CIDO
Channel | =
CPUO_CID1
CPUO_CJDO
Channel |
CPUO_CJD1
CPUO CKDO
Channel K =
CPUO_CKD1
CPUO CLDO
Channel L =
CPUO_CLDT

3. Compatibility

Refer to the following rules to select the DDR5 DIMMs.

IMPORTANT

e Aserver must use DDR5 DIMMs bearing the same part number (P/N code).
All DDR5 DIMMs operate at the same speed, which is the lowest of:

- Memory speed supported by a specific CPU.

- Maximum operating speed of a specific memaory configuration.

e Mixing DDR5 DIMM specifications (capacity, bit width, rank, height, etc.) is
not supported.

e For specific memory options, consult your local sales representative or refer
to 7.2 Hardware Compatibility.

® DDR5 DIMMs can be used with AMD EPYC processors (Genoa). The maximum
memory capacity supported is identical for different CPU models.

® The total memory capacity is the sum of the capacities of all DDR5 DIMMs.
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NOTE

Maximum number of DIMMs supported per channel £ Maximum number of ranks
supported per channel + Number of ranks per DIMM.

Table 5-4 DDR5 DIMM Specifications

Item Value

g‘la;;cétg;;er DDRS 16 32 64 128

Type RDIMM | RDIMM RDIMM RDIMM

Rated speed (MT/s) 4,800 4,800 4,800 4,800

Operating voltage (V) | 1.1 1.1 1.1 1.1

Maximum number of

DDR5 DIMMs supported| 24 24 24 24

in a server!

Maximum capacity of

DDR5 DIMMs supported| 384 768 1,536 3,072

in a server (GB)?

Actual | 1DPC? 4,800 4,800 4,800 4,800

speed

(MT/3) 2DPC 3,600 3,600 3,600 3,600

Notes:

1.  The maximum number of DDR5 DIMMs supported is based on 2DPC. The number is halved for 1
DPC.

2. Itindicates the maximum memory capacity supported when all the DIMM slots are populated with
DDRS5 DIMMs.

3.  DIMM Per Channel (DPC) is the number of DIMMs per memory channel.

The above information is for reference only. Consult your local sales representative for details.

4. DIMM Population Rules

General population rules for DDR5 DIMMs:

® Install DIMMs only when the corresponding processor has been installed.
® Install dummies in the empty DIMM slots.

Population rules for DDR5 DIMMs in specific modes:

® Memory patrol scrubbing mode

- Follow the general population rules.
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5. DIMM Slot Layout

Up to 24 DDR5 DIMMs can be installed in a server, and a balanced DIMM
configuration is recommended for optimal memory performance. DIMM
configuration must be compliant with the DIMM population rules.

Figure 5-12 DIMM Slot Layout

CPUO_CID1

CPUO

CPUO_CFD1
CPUO_CFDO
CPUO_CED1
CPUO_CEDO
CPUO_CDD1
CPUO_CDDO
CPUO_CCD1
CPUO_CCDO
CPUO_CBD1
CPUO_CBDO
CPUO_CAD1
CPUO_CADO
CPUO_CGDO
CPUO_CGD1
CPUO_CHDO
CPUO_CHD1
CPUO_CIDO
CPUO_CJDO
CPUO_CJD1
CPUO_CKDO
CPUO_CKD1
CPUO_CLDO
CPUO_CLD1

Table 5-5 DDR5 DIMM Population Rules (Single-CPU Configuration)

[
oo | ceo1 | ccoo | ca cooo_|_coo1 ceno ceo1 o [ oo <G00
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5.7 Storage

5.7.1 Drive Configurations

NOTE

For the physical drive No. of each configuration, refer to 5.7.2 Drive Numbering.
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Table 5-6 Drive Configurations

Configuration |Front Drives Rear Drives Internal Drive
Drives Management
Mode
24 x 2.5-Inch 24 x 2.5-inch 4 x 2.5-inch M.2 SSD: e SAS/SATA
Drive Config. drive: Drive bays |[SAS/SATA/NVMe |Configured drive:
with physical drive through the SAS/RAID
drive No. 0 to 23 internal M.2 card
support adapter that| NVMe
SAS/SATA/NVMe supports drive or
drives two internal
SATA/PCle M.2 SSD-
M.2 SSDs directly
connected
to the CPU
25 x 2.5-Inch 25 x 2.5-inch 4 x 2.5-inch M.2 SSD: e SAS/SATA
Drive Config.  |drive: Drive bays |SAS/SATA drive  |Configured drive:
with physical through the SAS/RAID
drive No. 0to 20 internal M.2 card
support adapter that| NVMe
SAS/SATA drives supports drive or
only and those two internal
with physical SATA/PCle M.2 SSD:
drive No. 21 to M.2 SSDs directly
24 support connected
SAS/SATA/NVMe to the CPU
drives only
12 x 3.5-Inch 12 x 3.5-inch 4 x 3.5-inch M.2 SSD: e SAS/SATA
Drive Config. (A |drive: Drive bays |SAS/SATA drive or |Configured drive:
3.5-inch drive |with physical 4 x 2.5-inch through the SAS/RAID
tray can drive No. 0to 11 [SAS/SATA/NVMe |internal M.2 card or
accommodate |support drive adapter that directly
a 2.5-inch SAS/SATA drives supports connected
drive.) only (12 x 2.5- two to the CPU
inch drive: Drive SATA/PCle Internal
bays with M.2 55Ds M.2 SSD:
physical drive directly
No.0to 11 connected
support to the CPU
SAS/SATA/NVMe
drives)
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Configuration |Front Drives Rear Drives Internal Drive
Drives Management
Mode
24 x E3.5 Drive |24 xE3.555D: |4 x 2.5-inch M.2SSD: |« E3.555D:
Config. Drive bays with |SAS/SATA drive  |Configured directly
physical drive through the connected
No. O to 23 internal M.2 to the CPU
support E3.S adapter that| Internal
SSDs only supports M.2 SSD:
two directly
SATA/PCle connected
M.2 55Ds to the CPU

5.7.2 Drive Numbering

1. 24 x 2.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-13 Drive Numbering

000006000 OO0ODPPPODD DVDODODDIDD

. Drive No.
. Drive No. -
) . Physical . Identified by

Configuration . Identified by | Front/Rear )

Drive No. the 8i RAID

the BMC
Card

Oto7 Oto7 Front Oto7
24 x SAS/SATA 8to 15 8to 15 Front 8to 15

16to 23 16to 23 Front 16to 23
24 x NVMe Oto 23 Oto 23 Front -

2. 25 x 2.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-14 Drive Numbering

006800

00800

®9e00

2

(0]

506000

880000




S Drive No.
. . Physical o Identified by
Configuration . Identified by Front/Rear i
Drive No. the 8i RAID
the BMC
Card
0to7 0to7 Front 0to7
8to 15 8to 15 Front 8to 15
25 x SAS/SATA
16to 23 16to 23 Front 16to 23
24 24 Front 24
25 x NVMe O0to 24 Oto 24 Front -

3. 12 x 3.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-15 Drive Numbering

Drive N Drive No.
rive No.
) . Physical . Identified by
Configuration ) Identified by | Front/Rear .

Drive No. the 8i RAID

the BMC
Card

Oto7 Oto7 Front Oto7
12 x SAS/SATA

8to 11 8to 11 Front 8to 11
12 x NVMe Oto 11 Oto 11 Front -

4. 24 x E3.S Drive Configuration

Figure 5-16 Drive Numbering

00000000000V RPEOHDDIOODIRD

. Drive No. Drive No.
. . Physical e e
Configuration St [ Identified by | Front/Rear | Identified by
iv .
the BMC the RAID Card
24 x E3.S Oto 23 Oto 23 Front -
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5.7.3 Drive LEDs

1. SAS/SATA Drive LEDs

Figure 5-17 SAS/SATA Drive LEDs

—@
—
Activity LED
Locator/Error LED (@)
(@) Description
Green Blue Red
RAID RAID not
created | created )
Off Off - Drive absent
Solid
Off
on
Dri .
Solid on Off Off rive present but not in
use
Blinking Off Off Drive present and in use
Copyback/Rebuild in
Blinking Solid pink by ura
progress
Dri lected but not i
Solid on Solid on Off rive selected butnotin
use
Dri lected and i
Blinking Solid on Off rive sefected andin
use
Drive is selected but
off solid on off rive 15 selected bu
fails
Any status Off Solid on Drive fails
2. NVMe Drive LEDs
Figure 5-18 NVMe Drive LEDs
—0
—

The NVMe drive LED can be lit up.
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Table 5-7 NVMe Drive LED Description

Activity LED (@) Locator/Error LED (@)
Description
Green Blue Red
Off Off Off Drive absent
solid on off Off Drive present but not in
use
Blinking Off Off Drive present and in use
Copyback/Rebuild/Initi
Blinking Solid pink alizing/Verifying in
progress
Dri lected but not i
Solid on Solid on Off rive sefected but notin
use
Dri lected and i
Blinking Solid on Off rive selected andin
use
Drive is selected but
Off Solid on Off r.|ve 15 sefected bu
fails
Any status Off Solid on Drive fails
3. E3.SSSD LEDs
Figure 5-19 E3.5 SSD LEDs
—O
—
Activity LED (@) Locator/Error LED (®)
Description
Green Blue Red
Off Off Off Drive absent
) Drive present but not in
Solid on Off Off
use
Blinking Off Off Drive present and in use
Copyback/Rebuild/Initi
Blinking Solid pink alizing/Verifying in
progress
) ) Drive selected but not in
Solid on Solid on Off
use
Dri lected and i
Blinking Solid on Off usrg/e selectedandin
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Activity LED (@) Locator/Error LED (@)
Description
Green Blue Red
Drive i lected but
off Solid on Off rive 15 setected bu
fails
- Off Solid on Drive fails

5.7.4 RAID Cards

The RAID card provides functions such as RAID configuration, RAID level migration,
and drive roaming.

For specific RAID card options, consult your local sales representative or refer to 7.2
Hardware Compatibility.

5.8 Network

NICs provide network expansion capabilities.

® The OCP slots support OCP 3.0 cards. Users can select the OCP 3.0 cards as
needed.

® The PCle expansion slots support PCle NICs. Users can select the PCle NICs as
needed.

® For specific NIC options, consult your local sales representative or refer to 7.2
Hardware Compatibility.

5.9 1/0 Expansion
5.9.1 PCle Expansion Cards

The PCle expansion cards provide system expansion capabilities.

® The server supports up to 8 PCle 5.0 expansion slots and 2 dedicated slots for
OCP 3.0 cards.

® For specific PCle expansion card options, consult your local sales
representative or refer to 7.2 Hardware Compatibility.
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5.9.2 PCle Slot Locations

Figure 5-20 PCle Slot Locations - 8 x PCle Slot Configuration

PCle Riser Module 0 PCle Riser Module 1 PCle Riser Module 2

® Slot0, slot 1 and slot 2 reside in PCle riser module 0.

® Slot 3, slot 4 and slot 5 reside in PCle riser module 1.

® Slot6 and slot 7 reside in PCle riser module 2.

Figure 5-21 PCle Slot Locations - 2 x PCle Slot + 4 x 3.5-Inch Drive Configuration

PCle Riser Module 2

[Slot 6|

® Slot 6 and slot 7 reside in PCle riser module 2.
Figure 5-22 PCle Slot Locations - 6 x PCle Slot + 4 x 2.5-Inch Drive Configuration

PCle Riser Module 0 PCle Riser Module 1

.

® Slot0, slot 1 and slot 2 reside in PCle riser module 0.

® Slot 3, slot 4 and slot 5 reside in PCle riser module 1.
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Figure 5-23 PCle Slot Locations - 2 x PCle Slot + 4 x GPU Configuration

PCle Riser Module 3 PCle Riser Module 4

® 4 dual-slot GPUs are installed in the upper 1U space.

® Slot O resides in PCle riser module 3 in the lower-left 1U space. It can be
populated with an FHHL PCle expansion card.

® Slot 3 resides in PCle riser module 4 in the lower-left 1U space. It can be
populated with an FHHL PCle expansion card.

5.9.3 PCle Riser Modules

Figure 5-24 PCle Riser Module 0/1 (Three PCle x16 Slots)
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Figure 5-25 PCle Riser Module 2 (Two PCle x16 Slots)

Figure 5-26 PCle Riser Module 3/4 (One PCle x16 Slot)

5.9.4 PCle Slot Description

Models with the rear PCle riser module.
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Table 5-8 PCle Slot Description - Standard 8-Slot Configuration

PCle Connector | Bus Port Form
PCle Slot | Owner . .
Standard | Width Width No. Factor
PCle
Slot 0 CPUO X16 x8 P3AB FHHL
4.0/5.0
Full-
PCle height
Slot 1 CPUO X16 X8 P3CD
4.0/5.0 3/4-
length
Full-
PCle height
Slot 2 CPUO X16 X16 G3
4.0/5.0 3/4-
length
PCle
Slot 3 CPUO x16 x8 P2AB FHHL
4.0/5.0
Full-
PCle height
Slot 4 CPUO x16 X8 P2CD
4.0/5.0 3/4-
length
Full-
PCle height
Slot 5 CPUO X16 X16 GO
4.0/5.0 3/4-
length
Full-
PCle height
Slot 6 CPUO X16 X16 PO
4.0/5.0 3/4-
length
Full-
PCle height
Slot 7 CPUO x16 x16 G1
4.0/5.0 3/4-
length
OCP 3.0 PCle SFF OCP
CPUO x16 x16 G2
Slot 4.0/5.0 3.0
OCP 3.0 PCle P1AB/P | SFF OCP
CPUO x16 x8/x16
Slot 4.0/5.0 1ABCD | 3.0
Table 5-9 PCle Slot Description - GPU Configuration
PCle Connector [Bus Form
PCle Slot |Owner k i Port No.
Standard (Width Width Factor
PCle
Slot 0 CPUO X16 X8 P3 FHHL
4.0/5.0

33




PCle Connector [Bus Form
PCle Slot |Owner . . Port No.
Standard |(Width Width Factor
PCle
Slot 3 CPUO X16 X8 P2 FHHL
4.0/5.0
OCP 3.0 PCle SFF OCP
CPUO X16 x8/x16 |P1AB/P1ABCD
Slot 4.0/5.0 3.0

5.10 PSUs

The server supports 1 or 2 PSUs.

The server supports AC or DC power input.

The PSUs are hot-swappable.

When 2 PSUs are configured, the PSUs are 1+1 redundant.

The server must use PSUs bearing the same part number (P/N code).

The PSUs feature short-circuit protection.

Figure 5-27 PSU Locations

PSUO PSU1

5.11 Fan Modules

® The server supports 6 fan modules. Users can select 6038 or 6056 fans based

on the configuration.
The fan modules are hot-swappable.

The server supports fans in N+1 redundancy, which means that the server can
continue working properly when a single fan fails.

The server supports intelligent fan speed control.

The server must use fan modules bearing the same part number (P/N code).
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Figure 5-28 Fan Module Locations
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5.12 Boards
5.12.1 Motherboard

Figure 5-29 Motherboard Layout

Item Feature Item Feature

1 Riser Power Connector 26 Drive BP I12C Connector
OCP 3.0 Card 0 Hot-Plug

2 Button and LED 27 GPU Riser Power Connector
Connector

3 MCIO x16 Connector 28 Drive Riser I°C Connector
Smart NIC Power .

4 29 GPU Riser Power Connector
Connector

5 NMI Connector 30 GPU Riser Power Connector
Button Cell Battery

6 31 GPU Power Connector
Socket
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Item Feature Item Feature
Smart NIC UART )

7 32 Riser I1°C Connector
Connector
M.2 Riser Sideband .

8 33 Leak Detection Connector
Connector

9 CMOQS Jumper 34 Mid-Drive Power Connector

10 VPP Connector 35 Drive BP I1°2C Connector

Capacitor Board Power
11 USB 3.0 Port 36
Connector

12 Drive BP I1°2C Connector 37 PSU1 Connector
Right Control Panel

13 38 GPU Power Connector
Connector
OCP 3.0 Card 0 Power

14 39 GPU Power Connector
Connector

15 Drive BP I12C Connector 4 40 PSUO Connector

16 MCIO x8 Connector 41 GPU Power Connector
Inlet Temperature Sensor

17 42 MCIO x8 Connector
Connector
Intrusion Detection .

18 43 Riser Power Connector
Connector

19 Intrusion Detection 44 OCP 3.0 Card 1 Expansion
Connector Connector

20 MCIO x8 Connector 45 OCP 3.0 Card 1 Connector
Left Control Panel

21 46 IPMB Connector
Connector

29 Front Drive BP Power 47 OCP 3.0 Card 1 Hot-Plug Button
Connector and LED Connector
Drive BP SGPIO

23 48 NC-SI Connector
Connector
Front Drive BP Power

24 49 OCP 3.0 Card 0 NC-SI Connector
Connector

25 Drive BP I12C Connector 0 50 DC-SCM Connector
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5.12.2 Drive Backplanes

1. Front Drive Backplanes
® 24 x2.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-30 8 x 2.5-Inch SAS/SATA/NVMe Drive Backplane

O 6 © © (2 (4
|| ‘
(6] (5
Item | Feature Item | Feature
1 CPLD JTAG Connector 4 Drive BP Power Connector
2 MCIO x8 Connector 5 Slimline x4 Connector
3 VPP Connector 6 BMC _I2C Connector

® 25 x2.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-31 25 x 2.5-Inch SAS/SATA/NVMe Drive Backplane

9 (3 o (5 (1) 00 0 G\)Q‘ 00
Item | Feature Item | Feature
1 Slimline x8 Connector 6 Slimline x4 Connector

Expander Chip Debug

2 CPLD JTAG Connector 7
Connector 1
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Item | Feature Item | Feature
Expander Chip Debug
3 VPP Connector 8
Connector 2
. Expander Chip Debug
4 Drive BP Power Connector 9
Connector 3
5 BMC_I°C Connector - -

® 12 x3.5-Inch SAS/SATA/NVMe Drive Configuration

Figure 5-32 4 x 3.5-Inch SAS/SATA/NVMe Drive Backplane

A

1

Item Feature Item | Fe